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What is visualization? 

“any technique for creating images, diagrams, or 
animations to communicate a message” 
(Wikipedia) 

“a systematic, rule-based, external, permanent, 
and graphic representation that depicts 
information in a way that is conducive to 
acquiring insights, developing an elaborate 
understanding, or communicating experiences” 
(Lengler & Eppler)  



Human Visual Perception 

  Humans receive input from all five of their senses (sight, touch, hearing,  

smell, taste), however, Human visual cortex dominates our perception 

 Furthermore, it is estimated that 65% of the population are visual learners. 

 Accelerates the identification of hidden patterns in data 

“A picture is worth a thousand words” – Chinese Proverb 

 50% of the human brain is dedicated to visual functions, and images are 

processed faster than text.  

 The brain processes pictures all at once, but processes text in a linear 

fashion, meaning it takes much longer to obtain information from text. 
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Examples of Information 

Visualizations 

Pie chart 

Timeline 

Gantt Chart 

Metaphoric, 
e.g. iceberg 

Cartoon 

Org chart  

http://www.visual-literacy.org/periodic_table/periodic_table.html 

http://www.visual-literacy.org/periodic_table/periodic_table.html
http://www.visual-literacy.org/periodic_table/periodic_table.html
http://www.visual-literacy.org/periodic_table/periodic_table.html


A little history… 

Development of motion -  about 100 
years 

Mobile sculpture – 20 years 

Video art – 20 years 

Animated maps – begin in the 1930’s, 
but were not developed until 1959  

Computer animated maps: 1990’s  

 



Maps from the past 

The oldest known map:  Konya town,6200 BC 

Anaximader’s Map of the World 



The Ptolemy world map, written circa 150 BCE. 



Early Representation 
           

 

 

 

 

              

                  The Cave of Lascaux, France  
~15,000 years old  

 - Tells a story 
 Visualization existed before the invention of computers 

 Representation of information allowing us to perceive such information 

visually 



Planetary Orbits 

 Tenth century  

 Inclinations of the planetary orbits as a function of time.  

 Oldest known attempt to show changing values graphically. 



Message Communication - 

Example 
Napolean’s 1812 campaign on Russia 

 

Input data 

– Size of army 

• at the start of the campaign = 442,000 

• at the end of the campaign = 10,000 

– Location of the army (2 dimensions) 

– Direction of the army’s movement 

– Temperature and 

– Time 



Minard’s Drawing 

Created in 1861 by French engineer Charles Joseph Minard 



Minard’s Drawing (2) 

 Considered the best graphic ever produced 

- Inspiration for modern researchers 

 Plots all the data corresponding to all the six input 
variables  

 Clearly shows the message underlying the input data 

- Gradual reduction in the size of the army 

- Linked to the gradual fall in temperatures 

 Input data is complex 

 Yet, most important information abstracted out and 
presented in a simple graphic 



Problem Solving - Example 

London cholera epidemic of 1854 

At that time, two hypotheses of causes of 
cholera: 
– Cholera is related to miasmas concentrated in the 

swampy areas of the city 

– Cholera is related to ingestion of contaminated water 

Input Data 
– Locations of deaths due to cholera 

– Locations of water pumps 



Dr Snow’s Cholera Map 

Dots locate 
deaths due 
to cholera 

Crosses  
Locate water  
pumps 
 



Dr Snow’s Cholera Map (2) 

 Plotting the input data on the map helped 

Dr Snow  

– to detect the epicentre of the epidemic 

– Close to a pump on Broad Street 

 Considered a classic case of visualization 

helping reasoning with data 
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Key points in Visualization 

Visualization can enhance understanding 

Different visualization methods are 
appropriate to different types of data 

Free online tools such as ManyEyes, Swivel & 
Google Docs: 

– Make it (fairly) easy to create a visualization 

– Encourage visual literacy 

– Build dialogue and community 



Information Visualization (IV) 

 Visual presentation of abstractions or relationships underlying input 
data 

 

 IV has two goals 

– Communication 

• to communicate a rich message 

– Problem solving/ reasoning/ analysis 

• to display large amount of information to facilitate reasoning 
to uncover new facts or relationships 

 

 Limited screen sizes pose a serious challenge for using IV on very 
large data sets 

 

 Therefore the main task is to pack large information into a simple 
graphic 

– Highlighting all the required (important) information 

 

 Creative art? 



 Avoid distortion of the true story, Don’t tell lie. 

 Induce the viewer to think about the substance, 

not the graph. 

 

 Reveal the data at several layers of detail. 

 Encourage the eye to compare different pieces. 

 Support the statistical and verbal descriptions of 

the data. 

 

Gospel like guidelines for IV 

As you create graphics keep the following in mind. 

 Richard Hamming: "The purpose of computing is insight, not numbers."  

    Maximize the data-ink ratio (Edward Tufte, 

www.edwardtufte.com) 

Data-ink ratio= data-ink/total ink used on the 

graphic Tufte’s Principles of  Graphical Excellence 

 

http://www.edwardtufte.com/


Lie Factor=14.8 

(E.R. Tufte, “The Visual Display of Quantitative Information”, 2nd edition) 
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Tufte requirement:  0.95<Lie Factor<1.05 

(E.R. Tufte, “The Visual Display of Quantitative Information”, 2nd edition) 



Scientific Visualization 
 Visual modelling of scientific data 

using computer graphics 

 Examples 

– visualizations of protein docking 

–  Molecular structural data is hard to 
understand without visualization 

–  Visualization of brain models 

 

 

 Focus is 

– on modelling (visually) the input 
data as close to reality as possible 

– Not on presenting abstractions or 
relationships from the input data 

 Visualization for scientific 

computing, shortened to scientific 

visualization, was coined in 1987 

and refers to the science or 

methodology of quickly and 

effectively displaying scientific 

data. 

 - 1987 NSF report: “Visualization 

in Scientific Computing” 

 

 Formal name given to the field in 

computer science that includes 

user interface, data 

representation and processing 

algorithms, visual 

representations and other 

sensory presentation such as 

sound or touch. 

 



Spatial data: choropleth Maps 

 Maps using color shadings to represent numerical values are called 
chloropleth maps 

       http://elections.nytimes.com/2008/results/president/map.html 

 

 



Using Icons to Encode 

Information, e.g., Star Plots 
 Each star represents a single 

observation. Star plots are 
used to examine the relative 
values for a single data point  

 The star plot consists of a 
sequence of equi-angular 
spokes, called radii, with each 
spoke representing one of the 
variables.  
 
Useful for small data sets with 
up to 10 or so variables 

 

 Limitations? 

– Small data sets, small 
dimensions 

– Ordering of variables may 
affect perception  

 

1 Price  

2 Mileage (MPG)  

3 1978 Repair Record (1 = Worst, 5 = Best)  

4 1977 Repair Record (1 = Worst, 5 = Best)  

 

5 Headroom  

6 Rear Seat Room  

7 Trunk Space  

8 Weight  

9 Length  

 



Starplots 



Chernoff’s Faces 
 described by ten facial characteristic parameters: head 

eccentricity, eye eccentricity, pupil size, eyebrow slant, 
nose size, mouth shape, eye spacing, eye size, mouth 
length and degree of mouth opening 

Much derided in statistical circles 

 

 



Chernoff faces 



Chernoff faces 

Source: Principles and Theory for Data Mining and Machine Learning, 

Bertrand Clarke et al., Springer, 2012 



Mosaic Plots 

  Very useful for many categorical variables 

  sensitive to the order which they are applied 

 

 Titanic Data: 



Mosaic plots 
Can be effective, but can get out of hand: 



Heatmap 

  A heatmap is a matrix 

of values that have 

been color coded, 

usually so that higher 

values are brighter and 

lower values are darker, 

in analogy with 

temperature. 

 The columns and rows 

of the matrix typically 

have an interpretation. 

 In genomics, The 

columns and rows 

represent gene and 

brighter color represent 

higher gene expression. 

Inventor: Cormac Kinney, 1991, 

Source: Principles and Theory for Data Mining and 

Machine Learning, Bertrand Clarke et al., Springer, 

2012 



Heatmap 

To rearrange the rows and columns so that two dark 
blocks place in the main diagonal and two lighter 
blocks in  off the main diagonal is the ideal way to 
represent a Heat Map 



Multi-dimensional data 

 Two solutions 

– Plot all possible pairs of variables as 2D scatter plots 

• Simple but not helpful to visualize the data as a whole 

– Parallel coordinates 

• A novel way of plotting multi-dimensional data proposed 

by Alfred Inselberg 



Parallel Coordinates 

One vertical bar per dimension drawn in 
parallel 

Each point is represented by a set of lines 

Revolutionary representation for multi-
dimensional data 

But users may need long time to learn how to 
understand the graphs 



Parallel Coordinates 

 

Reordering of the 
axes so that crossing 
angle is minimized 
increases visualization 
efficiency 



TreeMap of One million items 
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Tree 

3-D hyberbolic space (Munzner, 2000) 
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Visualization of a single 

Website 
StarTree (by InXight 



The Curse of Dimensionality 

X ~ MVNp (0 , I) 

 Gaussian kernel density estimation 

 Bandwidth chosen to minimize MSE at the mean 

 Suppose want:  
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        1            4 
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        6                      2,790 

       10                   842,000 

 

 The term curse of dimensionality was coined by Richard E. Bellman  

 The volume of the spaces 

increases very rapidly 

 The Availability of the 

data becomes sparse 

 This sparsity is problematic  

     for any method that requires  

     statistical significance. 

 Organizing and searching 

data often relies on 

detecting areas where 

objects form groups with 

similar properties 

 In high dimensional data 

however all objects appear 

to be sparse and dissimilar 

in many ways. 

 In order to obtain a statistically sound and reliable 

result, the amount of data needed to support the 

result often grows exponentially with the 

dimensionality. 



Self-Organizing Maps 

Self-Organizing Maps 

 Ideas first introduced by C. von der Malsburg 
(1973), developed and refined by T. Kohonen 
(1982) 

 Neural network algorithm using unsupervised 

competitive learning 

 Primarily used for organization and visualization 

of complex data 

 Biological basis: ‘brain maps’ 

 

 

Teuvo Kohonen 



SOM - Architecture 

 Lattice of neurons (‘nodes’) accepts and responds to set of input 
signals 

 Responses compared; ‘winning’ neuron selected from lattice 

 Selected neuron activated together with ‘neighbourhood’ neurons 

 Adaptive process changes weights to more closely resemble 

inputs 

2d array of neurons 

Set of input signals 
(connected to all neurons in lattice) 

Weighted synapses 

x1 x2 x3 xn ... 

wj1 wj2 wj3 wjn 

j 

Self-Organizing Maps 



 The brain cells are self organizing themselves in groups, 

according to incoming information.  

 This incoming information is not only received by a 

single neural cell, but also influences other cells in its 

neighbourhood. This organisation results in some kind of 

map, where Neural cells with similar functions are 

arranged close together.  

 SOM mechanism is also based on this principle  

Self-Organizing Maps 



Self-Organizing Maps 
SOM – Algorithm Overview 

1. Randomly initialise all weights 

2. Select input vector x = [x1, x2, x3, … , xn]  

3. Compare x with weights wj for each neuron j to 
determine winner 

4. Update winner so that it becomes more like x, 
together with the winner’s neighbours 

5. Adjust parameters: learning rate & 
‘neighbourhood function’ 

6. Repeat from (2) until the map has converged (i.e. 
no noticeable changes in the weights) or pre-
defined no. of training cycles have passed 



Initialization 

(i)Randomly initialize the 
weight vectors wj for all 
nodes j 

 

Input vector  

(ii) Choose an input vector x from the 

training set 



Finding a Winner  

(iii) Find the best-matching neuron w(x), usually the neuron whose weight 

vector has smallest Euclidean distance from the input vector x 

 

The winning node is that which is in some sense ‘closest’ to the input vector 

‘Euclidean distance’ is the straight line distance between the data points, if they 

were plotted on a (multi-dimensional) graph 

Euclidean distance between two vectors a and b, a = (a1,a2,…,an), b = 

(b1,b2,…bn), is calculated as: 

  
i

2

ii bad b a,

Euclidean 

distance 



Learning the SOM 

  Determine the winner (the neuron of which the weight 
vector has the smallest distance to the input vector) 

  Move the weight vector w of the winning neuron towards 
the input i 

Before learning 

i 

w 
After learning 

i w 

http://upload.wikimedia.org/wikipedia/commons/9/91/Somtraining.svg


Weight Update 
SOM Weight Update Equation 

wj(t +1) = wj(t) + (t) (x)(j,t) [x - wj(t)] 

“The weights of every node are updated at each cycle by adding 

Current learning rate × Degree of neighbourhood with respect to winner × 

Difference between current weights and input vector 

to the current weights”  

 

 

Example of (t)                                   Example of (x)(j,t)  

L. rate 

No. of cycles 
–x-axis shows distance from winning node  

–y-axis shows ‘degree of neighbourhood’ (max. 1) 



Self Organizing Map 

  Neighborhood function to preserve topological 
properties of the input space 

  Neighbors share the prize (postcode lottery 
principle) 



Self Organizing Map 

  Input: high-dimension input space 

  Output: low dimensional (typically 2 or 3) 

  network topology  

  Training 

  Starting with a large learning rate and neighborhood 
size, both are gradually decreased to facilitate 

convergence 

  After learning, neurons with similar weights 
tend to cluster on the map 



Example: Self-Organizing 
Maps 

[Teuvo Kohonen 2001] Self-Organizing Maps; Springer; 

A grouping according to similarity has  

emerged 

Animal names and their attributes 

birds 

peaceful 

hunters 

is 

has 

likes 

to 

 Dove Hen Duck Goose Owl Hawk Eagle Fox Dog Wolf Cat Tiger Lion Horse Zebra Cow 

Small 1 1 1 1 1 1 0 0 0 0 1 0 0 0 0 0 
Medium 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 

Big 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 

2 legs 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 
4 legs 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 
Hair 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 

Hooves 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 
Mane 0 0 0 0 0 0 0 0 0 1 0 0 1 1 1 0 

Feathers 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 

Hunt 0 0 0 0 1 1 1 1 0 1 1 1 1 0 0 0 
Run 0 0 0 0 0 0 0 0 1 1 0 1 1 1 1 0 
Fly 1 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 

Swim 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 

 



Self-Organizing Maps 
                                      SOM – Result Example 

‘Poverty map’ based on 39 indicators describing various quality-of-life factors, 

such as state of health, nutrition, educational services, etc,) from World Bank 

statistics (1992) 

                                          Classifying World Poverty 



Temporal SOM 

Recursive SOM architecture. The original SOM 

algorithm is used 

recursively, on both the input vector X(t) and the 

representation derived at 

the previous time step, y(t-1) 

wj(t +1) = wj(t) + (t) (x)(j,t) [x(t) - wj(t)] 

yj(t ) = (1-α) yj(t -1) + α [x(t) - wj(t)] 

wj(t +1) = wj(t) + (t) (x)(j,t) yj(t )  

SOM: 

Temporal 

SOM: 

[x(t) - wj(t)] is called quantization error 

α is the leaking coefficient (value is 

between 0 and 1) 

 yj(t )  is called recursive of the 

neuron j at time t 



 

– Advantages 

• SOM is Algorithm that projects high-dimensional data onto a 

two-dimensional map.  

• The projection preserves the topology of the data so that similar 

data items will be mapped to nearby locations on the map. 

• SOM still have many practical applications in pattern 

recognition, speech analysis, industrial and medical 

diagnostics, data mining 

– Disadvantages 

• Large quantity of good quality representative training data 

required 

• No generally accepted measure of ‘quality’ of a SOM 

e.g. Average quantization error (how well the data is 

classified) 

Self-Organizing Maps 
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Conclusion 
 The advent of computer capacity and power push the 

envelope of computational sciences and scientific 

visualization (SciVis). 

 SciVis has revolutionized the way we do sciences. 

 SciVis provides scientists a process to probe into 

enormously large data sets, perceive incredible details of the 

domain, and discover unexpected insights. 

 Challenging issues in SciVis evolve, but we will continue 

to face them, solve the problems, and face future challenges. 






